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Foreword

In the wake of the COVID-19 pandemic, wearable 
technologies such as health and location trackers 
have been thrust into the public spotlight – spurring 
not only excitement about their potential benefits 
but also debate over their potential risks. Could 
these devices help public health authorities better 
predict, manage and avert future outbreaks? 
How might employers use data from wearable 
devices to safely reopen businesses? What are 
the implications for privacy and equity? How might 
this data be abused or used for other intended 
purposes such as public surveillance?

These questions are at the heart of new efforts 
by the World Economic Forum, in collaboration 
with public health authorities, leading technology 
companies and other stakeholders, to develop 
and pilot new approaches for the ethical treatment 
and sharing of health data collected by consumer 
wearable devices.1 

This paper aims to take these efforts one step 
further, looking beyond the scope of wearable 

devices at the broader ecosystem of connected 
technologies that is coming together to create 
“the internet of bodies” (IoB). As with any area of 
emerging technology, the IoB is evolving rapidly and 
its future is unknown. It is for exactly this reason 
that careful attention and thought – not simply on 
the part of business but from government, civil 
society and the public at large – is required. 

We stand at the beginning of an important public 
dialogue that will have major implications for public 
health, safety and the global economy and may also 
ultimately challenge how we think about our bodies 
and what it means to be human. 

This paper does not claim to provide a 
comprehensive view of all of the many facets of the 
IoB. However, it provides a glimpse of the myriad of 
complex issues that can arise when the cyber and 
physical worlds come together. We invite you to join 
us in this important work to shape the development, 
use and impact of these technologies for the benefit 
of all society.

As new technologies integrate with the 
human body, the opportunities  
– and risks – abound.

Xiao Liu 
McGill University Faculty Fellow 
at the World Economic Forum 
Centre for the Fourth Industrial 
Revolution; Wilson China Fellow

Jeff Merritt 
Head of Internet of Things, 
Robotics and Smart Cities, 
Member of Executive 
Committee, World Economic 
Forum

Shaping the Future of the Internet of Bodies:  
New challenges of technology governance

July 2020

Shaping the Future of the Internet of Bodies 3



Executive summary
To realize the full potential of the internet 
of bodies, we need robust, up-to-date 
governance frameworks.
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The internet of things (IoT) is increasingly entangling 
with human bodies. This emergence and fast 
expansion of the “internet of bodies” (IoB)2 – the 
network of human bodies and data through 
connected sensors – while offering enormous social 
and health benefits, also raises new challenges of 
technology governance. 

With an unprecedented number of sensors 
attached to, implanted within or ingested into 
human bodies to monitor, analyse and even 
modify human bodies and behaviour, immediate 
actions are needed to address the ethical and legal 
considerations that come with the IoB. The urgency 
of such actions is further brought to the forefront 
by the global COVID-19 pandemic, with extensive 
IoB technologies and data being enlisted for the 
surveillance and tracking of coronavirus. 

This white paper comprises two parts. Part one 
provides a landscape review of IoB technologies, 
as well as their benefits and risks. An examination 
of the ecosystem shows that IoB technologies 
are deployed not only in medical scenarios but 
also across different sectors, from fitness and 
health management to employment settings and 
entertainment. The accelerating convergence of 
consumer devices and health/medical devices also 
shows that the line between medical and non-
medical IoB devices is blurring. This suggests that 
new strategies of governance are needed for IoB 
devices, which are traditionally subject to different 
regulatory agencies and rules.

It is worth noting that this white paper will not delve 
into gaming and virtual reality (VR) devices nor the 
data from them. While related, these devices raise 
distinct issues from the more traditional health and 
fitness devices. 

Part two examines the governance of IoB data – 
focusing, in particular, on the regulatory landscape in 
the United States, with a comparative perspective of 
regulation in the European Union. This part examines 
current regulatory approaches to IoB data, as well 
as the challenges raised by the rapidly shifting 
ecosystem, especially the wide adoption of big data 
algorithms. Whereas IoB technologies also entail other 
issues such as the physical effects of devices on users 
and liability for physical harms, this paper focuses 
only on the governance of data generated from IoB, 
particularly from health and wellness IoB devices. 

Two main findings for policy-makers and 
stakeholders are highlighted. First, broad adoption 
of the IoB and frequent flows of IoB data across 
scenarios and sectors requires robust and consistent 
governance frameworks in both the medical and 
non-medical sectors. This is particularly the case 
for IoB data governance as, while clinically derived 
data is in general strictly regulated, the regulation 
of consumer-generated data and other non-clinical 
data is often, given the sensitivity of the data, uneven 
in terms of coverage and strength across sectors 
and jurisdictions; this is the case in, for example, 
the United States. Second, IoB data governance 
approaches and data protection laws need urgent 
updates to address the risk of privacy, unfairness 
and discrimination brought about by common 
practices of big data analytics. This risk presented by 
big data analytics exists with both medical data and 
non-medical data, as even deidentified medical data 
can be reidentified or misused in a way that causes 
harm and discrimination to individuals and groups. 

We therefore urge stakeholders from across 
sectors, industries and geographies to work 
together to mitigate the risks in order to fully 
unleash the potential of the IoB.

  The internet 
of things (IoT) 
is increasingly 
entangling with 
human bodies.
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Part One: The internet 
of bodies is here
Recent advancements in the internet of 
things are transforming the human body 
into a new technology platform.

1
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Recent technological advancements have ushered 
in a new era of the “internet of bodies” (IoB),3 with 
an unprecedented number of connected devices 
and sensors being affixed to or even implanted and 
ingested into the human body. This has turned the 
human body into a technology platform.4 The IoB 
generates tremendous amounts of biometric and 
human behavioural data. This is, in turn, fuelling 
the transformation of health research and industry, 
as well as other aspects of social life, such as the 
adoption of IoB in work settings, or the provision of 
new options for entertainment – all with remarkable 
data-driven innovations and social benefits. Yet the 
IoB also raises new challenges for data governance 
that concern not only individual privacy and 
autonomy but also new risks of discrimination and 
bias in employment, education, finance, access to 
health insurance and other important areas for the 
distribution of social resources.

Generally, IoB technologies include medical devices,5 
a variety of lifestyle and fitness tracking devices, 

other smart consumer devices that stay in proximity 
to the human body and an expanding range of body-
attached or embedded devices that are deployed in 
enterprise, educational and recreational scenarios. It 
is worth noting that the IoB technologies examined 
here are mostly “personal devices”, in the sense 
that the devices always develop a relatively stable 
relationship with the individual body of the user over 
a regular, extended period of contact. This, therefore, 
excludes the type of biometric technologies that are 
installed in public and private spaces, such as facial 
recognition systems, fingerprint sensors and retinal 
scanners, which focus on collecting and processing 
the data of a large population or group rather than 
particular individuals. 

As reflected in Figure 1, IoB technologies can be 
characterized as non-invasive or less-invasive, in 
the sense that they are not expected to interfere 
with the structure or any function of the body; or 
as invasive, with sensors going under the skin to 
be implanted into or become part of the body. 

Range and categories of technologies1.1
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vitals (e.g. glucose) 
monitoring system, 
wearable peritoneal 
dialysis devices

Digital pills, artificial 
pancreas and organs, 

smart prostheses, brain 
implant devices

Implanted chips to 
speed up access to 

home, office and other 
devices

Activity trackers, 
smartwatches, 
smart garments, 
brainwear 
neurotechnology, 
augumented reality 
wearables, other body 
proximity consumer 
products

Examples of internet of bodies technologiesF I G U R E  1
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Invasive technologies include, for example, 
digital pills – a recent drug-device combination 
developed to deliver encapsulated medicine and 
monitor medication adherence – which rely on 
ingestible mini-sensors to be activated in the 
patient’s stomach, and which then transmit data 
to sensors, the patient’s smartphone and other 
data portals. Other examples of smart medical 
implantables include: an internet-connected 
artificial pancreas as an automated insulin delivery 
system for diabetes patients; and robotic limbs for 
movement rehabilitation in people with physical 
mobility limitations. In recent years, increasing 
numbers of people have chosen to implant chips 
under their skin, not for medical purposes but as 
a personal choice to speed up their daily routines 
and for convenience – accessing their homes, 
offices or other devices just by swiping their 
hands, for example.6 As part of biohacking culture, 
people have also sought to enhance their bodies 
with implanted technology, from magnets and 
RFID chip implants to miniature hard drives and 
wireless routers.7 

Among less invasive technologies, some devices 
remain on the surface of the human body – these 
are usually called wearables. Wearable technologies 
are a fast expanding area, with a $15.74 billion 
market in 2015, estimated to grow to $51.60 
billion by 2022.8 Electronic skin patches alone, 
which are widely adopted in medical wearables for 
cardiovascular monitoring, diabetes management, 
temperature, sweat and motion sensing and other 
types of biomarker monitoring, achieved more 
than $7.5 billion in revenue in 2018.9 Non-medical 
wearables are a dynamic field, with products and 
adoptions ranging from personal fitness trackers 
and smartwatches to enterprise applications. 
These include connected glasses and helmets in 
employment settings for location tracking, safety 
monitoring and job performance improvement; 

neurotechnological devices for work/learning 
productivity; and augmented and VR devices 
for entertainment and education. In addition to 
implantable and wearable technologies, smart 
sensors are increasingly appearing in ordinary 
consumer products such as combs, razors, 
toothbrushes, skin products, mattresses and 
others. Although they do not stay affixed to the 
human body at all times, these products remain in 
proximity to the body and collect users’ biological 
and behavioural data on a regular basis. 

Currently, medical and non-medical IoB devices are 
often subject to oversight by different governance 
bodies and separate sets of legal regulations 
and rules. In the United States, for example, the 
pre-market approval and post-market oversight 
of medical devices fall under the domain of the 
Food and Drug Administration (FDA), while non-
medical devices in the consumer domain are 
mainly overseen by the Federal Trade Commission. 
Yet, in terms of their use scenarios, the division 
between medical devices and non-medical 
consumer devices is becoming blurred. Consumer 
wearable manufacturers such as Apple and Fitbit 
look to expand their products into certified health-
monitoring devices and tap into health insurers and 
enterprises as their customers, while traditional 
medical device companies are also building 
devices for use outside medical facilities. IoB 
devices are being increasingly adopted across the 
division of medical/non-medical categories. Smart 
exoskeletons, for example, are used in industrial 
settings to augment human performance, but also 
for mobility assistance, rehabilitation and other 
health purposes. A national survey conducted in 
the United States by Valencell in 2018 revealed the 
accelerating convergence of consumer wearables 
and personal health/medical devices.10 This invites 
a reconsideration of the line between medical and 
non-medical in the governance of IoB technologies.

The variety and vast amount of data collected 
through IoB technologies is propelling 
transformations in health research and 
industry, especially with the development of the 

direct-to-consumer digital health market. IoB 
technologies have also been adopted to enhance 
work safety in high-risk scenarios. Four of the more 
notable social benefits are detailed below.

Data-enabled social benefits1.2

1. Enabling remote patient tracking and reducing cross infection 

The continuous monitoring of body vital signs through 
sensors allows healthcare providers to better track 
the condition of patients within and beyond medical 
facilities, from data regarding blood pressure, oxygen 
levels, glucose levels and heart rate to the person’s 
sleep, steps and other health-related factors. 
Continuous monitoring is increasingly recognized as 
a helpful tool to address the healthcare needs of the 
world’s ageing population and patients with a chronic 

disease.11 Recently, remote monitoring has also been 
used in the fight against the COVID-19 outbreak. For 
example, VivaLNK, a California-based connected 
health start-up, has designed a multipatient remote 
monitoring solution with Alibaba to safely monitor 
patient temperature, electrocardiogram (ECG), 
heart rate, respiratory rate and motion, and reduce 
the chance of cross infection for the protection of 
medical workers.12 
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2. Improving patient engagement and promoting a healthy lifestyle

IoB technologies facilitate the expansion of 
healthcare to actively engage patients beyond 
traditional medicine architecture. A good 
example is a virtual rehab programme that Kaiser 
Permanente started in Southern California in 
2019, in which health professionals remotely 
monitored the exercise and medication-taking 
habits of enrolled patients recovering from 
cardiac events. Wearing smartwatches enables 

patients to share their vital and activities data 
with their care providers, who interact with them 
regularly. The enhanced relationship between 
patients and care providers and the flexibility of 
the remote programme beyond traditional clinic 
settings improved the completion rate of the rehab 
programme from less than 50% to 87%, effectively 
lowering readmission rates, and also reducing 
medical costs.13 

3. Advancing preventive care and precision medicine

The data provided by IoB technology enables 
physicians to spot diseases early and offer 
preventive measures. Also, the volume and variety of 
data may help advance precision medicine research 
by linking individual lifestyle and environmental data 
with genetic and biologic data, providing deeper 
insights into the drivers and treatments of disease. 
Consumer wearables provide new types of data 
and possibilities in scientific research and clinical 
trials. From 2012 to 2017, more than 500 published 
studies explored the use of Fitbit devices, with 

research conducted across a variety of different 
study populations and environments.14 New and 
complex data sources beyond traditional clinic 
settings can also extend research from individual 
health to population health to understanding how 
human behaviour, characteristics of communities, 
living and environmental conditions, as well as 
institutions and policies, all contribute to the general 
health of a social group. This can potentially help 
alleviate existing and potential equity issues in 
marginalized groups’ access to health resources. 

4. Enhancing workplace safety

Beyond health applications, IoB technologies are 
also being adopted in hazardous workplaces such 
as construction sites, mines and factories to track 
worker location, oversee environmental risks, 
reduce exposure to musculoskeletal injuries or other 
harms, and mitigate risks by issuing information 
remotely.15 High-quality real-time sensor data 
provides guidance to workers under complicated 

and fast-shifting conditions, and improves safety 
monitoring. Advancements in neurotechnology have 
also delivered brainwear devices that can measure 
airline pilots’ and drivers’ alertness to improve travel 
safety. Biometric sensors, from caps and vests to 
wristbands and eyewear, are becoming lighter and 
cheaper, and can measure drivers’ fatigue levels 
and alert them to pull off the road when drowsy.16 
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Along with the social benefits and innovations 
enabled by data from the IoB come new risks 
associated with the misuse of data that contains 
intimate details of personal health and behaviours. 

Admittedly, IoB technologies share many concerns 
with the internet of things, such as consumer trust, 
safety, security and interoperability. Several aspects 
of particular concern are detailed below.

Risks associated with the internet of bodies 1.3

1. Interoperability and data accuracy

Issues of standardization of data and interoperability 
of technologies present important obstacles in 
combining and benefitting from different types of 
data from varied sources to improve medical care 
and advance research. With millions of devices 
in the health ecosystem deployed to monitor the 
human body, from the hospital bed to anywhere 
the IoB devices go with the body to which they are 
attached, the dominance of proprietary and closed 
communication methods results in vendor lock-in 
and a lack of interoperability between these devices 
at the platform and technical level. The lack of a 
standardized platform to pull continuous streams of 
data from different devices constrains the use of that 
data to deliver valuable insights unless all data sources 
are inherently from interoperable devices. Increasingly, 
we are seeing interoperability between wearables and 
consumer platforms, but this is more difficult to ensure 
when it comes to combining that data with data from 
medical records, for example. The Health Insurance 
Portability and Accountability Act (HIPAA) in the US 
supports portability of health information such as 

medical records, but because wearables collect data 
that is not under the remit of HIPAA, there is no onus 
on the manufacturers of wearables to ensure that level 
of interoperability of system or portability of data.

Besides interoperability, data accuracy is a concern, 
especially with consumer fitness devices. Currently, 
medical devices and non-medical devices are 
subject to different regulatory and pre-market 
approval standards. However, as consumer tracking 
devices are becoming integrated in healthcare 
– for example, to monitor heart rate and energy 
expenditure in patients with cardiovascular disease 
– the issue of whether their measurements reach 
a level of clinically acceptable accuracy needs 
assessment and discretion.17 The replacement of 
medical-grade devices with consumer devices may 
run the risk of misdiagnosis such as false alarms and 
overtreatment.18 We see consumers increasingly 
relying on wearables to self-assess their own health 
based on data from wearables, without FDA or 
medical oversight, and as such without guidance.

2. Cybersecurity and privacy

There is increasing awareness of the vulnerability 
of wearables and medical IoT devices to hacking 
and cyberattacks, which expose human lives to 
potential physical harm and privacy risks. Globally, 
healthcare cybersecurity breaches in 2018 
accounted for 25% of 750 reported incidents, more 
than any other industry.19 The issue is no less grave 
for consumer devices. Researchers have found 
serious security flaws with children’s smartwatches, 
which hackers can use to track children, gain 
access to audio, and make phone calls to them.20

Privacy is one major factor affecting consumers’ trust 
and adoption of IoB devices. Increasing adoption 
of IoB devices beyond traditional medical facilities 
also raises new concerns about security and 
privacy, while technical standards and policies are 
yet to reflect these new challenges. For example, 
an interactive map showing the whereabouts of 
people who use wearable fitness devices revealed 
information about the locations and activities of 
soldiers at US military bases. Taken as an aggregate, 
this is highly sensitive information because it 
describes military movements even though personal 
identifier information is removed from the published 
data.21 At a consumer level, geolocation data derived 

from a wearable can point to commuting patterns or 
other information that could be misused in the wrong 
hands. Amid the global outbreak of COVID-19, with 
the enlisting of data for coronavirus tracking and the 
relaxation of enforcement regarding health data in the 
US and other countries, the privacy of health data 
has generated serious concerns. The (im)balance 
between data privacy and the transparency required 
to tackle a public health emergency continues to 
be a contentious topic. For example, the use of 
smart thermometer data for health surveillance and 
to create a “US health weather map” has raised 
alarming privacy concerns. Some thermometer 
companies are using this personal information to 
market and sell the data to third-party companies.22 

To address these issues regarding wearables 
in order to standardize the approach taken by 
manufacturers globally, the Institute of Electrical 
and Electronics Engineers (IEEE) and its Standards 
Association have been working with the FDA, 
National Institutes of Health, and universities and 
industry since 2016. Through the initiatives, the 
IEEE and its community has established TIPPSS 
(trust, identity, privacy, protection, safety and 
security) as the principles to ensure patient safety.23
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3. Risks of discrimination and fairness in data analytics

Emergent practices in relation to the handling of 
data derived from IoB devices signal potential 
alarming discriminations and bias against 
individuals. When this user-generated, biologically 
derived data is combined with data from myriad 
other sources, such as retail stores, consumer 
product and service companies, finance services 
and government institutions for data analytics, 
abuse can occur. Algorithmic analytics can be 
used to make important decisions in areas such 
as insurance, employment, finance, education, 
criminal justice, social services and the allocation 
of other types of social resources, all based on 
data derived from IoB devices. Profiling and 
grouping based on inaccurate or incomplete data, 
proxy data and the generation of sensitive data 
from inferences can result in biased policies and 
decision-making that affect not only individuals 
but also groups and vulnerable populations, even 
though data processors and decision-makers 
sometimes may not realize the implicit bias or 
potential harm. Several examples of areas in 
which this discrimination and bias may be seen 
are noted below. 

 – Discriminatory insurance policies: The use 
of IoB data with minute details of individual 
health conditions and life habits in insurance 
could fragment the solidarity foundation of 
insurance and shake its socioeconomic and 
ethical basics. Some insurers have already dug 
into vast amounts of personal data, ranging 
from home addresses and ownership, and 
education levels, to lifestyle data such as 
dietary habits, daily activities and exercises. 
The information is fed into computer algorithms 
to assign each individual a risk score for 
decisions regarding healthcare insurance, but 
also in other types of insurance, such as life 
insurance, disability insurance and even in areas 
not directly related to health, such as financial 
loans.24 The data from IoB technologies often 
includes fine-grained details of personal life 
as well as physical and mental health. The 
misuse of this data could lead to discriminative 
insurance policies and prices, making it harder 
for marginalized populations to access basic 
healthcare, and other types of insurance.

 – Discrimination and bias in employment: 
The adoption of wearables and IoB devices 
in employee wellness programmes and in 
employment scenarios creates new concerns 
about employee privacy and workplace 
surveillance. With employers using devices and 
algorithms to monitor and direct employees’ 
movements, communication and behaviour 
patterns, relatively weak regulations in this 
area offer limited legal protection. This can 
expose workers to higher risks of misuse of 
data and black-box algorithms that may lead 
to biased decisions regarding hiring, promotion 
and retention.25 For example, hiring algorithms 

and predictive technologies are found to 
replicate institutional and historical biases, 
but such biases are less easy to detect due 
to the lack of transparency of the algorithms 
and the sources and quality of data used 
for such algorithm training.26 The increased 
risks of privacy intrusion and unfairness have 
already generated opposition from employees, 
unions and activists.27 In 2018, West Virginia 
teachers went on strike to demand the removal 
of a workplace wellness programme that was 
criticized for penalizing members for not scoring 
“acceptable” levels on biometric measures.28 
Workers at UPS, McDonald’s and Amazon 
warehouses have also protested against the 
exacerbated work stress and precarity imposed 
by management through intensive data-
collecting trackers, and requested new rules 
regarding employers who use tracking data to 
discipline employees.29

 – Public policy that creates and/or reinforces 
social inequality: Policy-makers are 
increasingly using new data sources and 
data analytics for decision-making in public 
policy such as health, disaster response, 
urban design, national security, economic 
development and other areas. Potential bias 
in the types and quality of data and algorithms 
may intentionally or unintentionally create 
and reinforce social inequality, limiting access 
for certain social groups to health and other 
public resources. New sources of data from 
mobile phones and IoB devices, for example, 
have been adopted to track and predict 
the outbreak and transmission of diseases. 
Yet, when deployed without attention to the 
potential biases of data and algorithms, there 
is a risk that data may remove an epidemic 
from its political and societal context, and, 
in particular, affect the lives of vulnerable 
populations. In the case of the 2014 Ebola 
outbreak, for example, many humanitarian 
organizations active in Africa encouraged 
governments, charitable foundations, 
technology companies and mobile networks to 
share data. But studies show that they lacked 
the data-modelling capabilities, professional 
technology implementation standards and 
enforcement capacity to define or protect the 
public interest, which resulted in the violation 
of basic human rights and aggravated the 
inequality gap in terms of accessing disaster 
assistance resources. 30 

The adoption of data analytics in decision-making 
involves unprecedented volume, velocity and 
variety of data, among which the data from IoB 
technologies is combined with those from other 
sources for cross-reference purposes. This 
suggests that the collection and use of IoB data 
often goes beyond the health sector; and on the 
other hand, data that is not directly health-related, 
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such as social media data, can also be used to 
generate analytics relating to individual and group 
health. These emergent practices and potential 
risks raise new challenges in governing the data 
generated by the expanding range of IoB networks. 
It is already difficult to guard data rights and ensure 
transparency and fairness in the age of big data, 
and the specific challenges that IoB technologies 
create in this space mean that they need to be 
considered as part of that debate.

As will be discussed in the following section, while 
clinically based data is, in general, subject to strict 
regulation, the governance of data from health-
based lifestyle and other non-medical devices 
is more uneven due to the divergence in data 
regulations across sectors and under different 
jurisdictions. It is suggested that laws governing 
the collection of medical data are largely insufficient 
to address the security, privacy and discrimination 
risks arising from the processing of IoB data.
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Part Two: Governance 
of internet of bodies 
data

2

Current regulations address some but not 
all of the many risks introduced by IoB data.
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While the manufacturing and security of IoB devices 
may be subject to different government agencies 
and related rules (such as Federal Communication 
Commission [FCC] regulations and guidelines for 
manufacturing IoT devices in the United States), 
the focus here is on the collection, transfer and use 
of IoB data, particularly the risks of discrimination 

that come along with data analytics. As discussed, 
the adoption of IoB technologies is not limited to 
the medical applications space but spans different 
sectors. This is further complicated by the practice 
of data analytics, which constantly generates new 
data by combining and analysing different sources 
of data, regardless of its origin.

 In both the 
US and the EU, 
there remains 
a gap between 
anti-discrimination 
laws and the 
new risk of 
discrimination 
arising from 
data-driven 
inferences, profiling 
and grouping.

Data regulatory landscape in the US and EU2.1

This section examines the regulatory landscape 
regarding IoB data in the United States, with a 
comparison to the Europe Union. Relevant IoB 
data regulations in the US are sectoral, with 
separate laws for different types of information, 
users and situations. This is complicated for 
data controllers and users to navigate, and the 
coverage and strength of data protection may 
diverge significantly across sectors and by state 
and local regulations. While medical data is often 
considered sensitive and thus strictly regulated, 
non-medical data from consumer devices is 

not always subject to the equivalent strength 
of protection, even where physiological data, 
such as from fitness devices, is concerned. 
In Europe by comparison, the General Data 
Protection Regulation (GDPR) is a non-sectoral 
and technology-neutral data regulation that 
provides guidelines for the procedures for 
collecting and processing personal data. In both 
the US and the EU, there remains a gap between 
anti-discrimination laws and the new risk of 
discrimination arising from data-driven inferences, 
profiling and grouping. 

Extant regulations in the United States

The US does not have a comprehensive data 
protection law regulating all aspects of information 
privacy or security. Data generated from IoB 
technology could be subject to three separate 

bodies of law and regulation: sector-specific 
federal laws and regulations; federal-level anti-
discrimination laws; and state-level, county-level 
and local laws and regulations.

1. Relevant federal laws and standards in the US

 – Health Insurance Portability and 
Accountability Act (HIPAA): The HIPAA, 
supplemented by the Health Information 
Technology for Economic and Clinical Health 
Act (HITECH Act) in 2009, regulates the 
use and disclosure of “protected health 
information” (PHI) by covered entities.  
Covered entities include health plans, 
healthcare providers, healthcare clearing 
houses and their business associates. The 
HIPAA also provides guidance regarding 
two methods that can be used to satisfy the 
privacy rule’s deidentification standard: Expert 
Determination and Safe Harbor.31 HIPAA’s 
privacy rule does not apply to deidentified data, 
nor any data beyond PHI handled by  
covered entities.

 – Federal Trade Commission (FTC) Act: 
The FTC Act,sssss enforced by the Federal 
Trade Commission, prohibits companies 
from engaging in deceptive or unfair acts or 
practices, including failing to comply with an 
entity’s own privacy policy among others.32 
This makes the FTC Act the primary federal 
statute applicable to the privacy and security 
practices surrounding consumer IoB devices. 

 – The Fair Information Practices Principles 
(FIPPs): Administered by the FTC, FIPPs 
guide the interpretation of data protection that 
characterizes the sectoral approach to US privacy 
law. What were originally broad consensus 
principles as standards have evolved into a 
more prescribed set of rules applied in different 
privacy contexts. They are the foundation of the 
social group and context approach, ranging 
from medical data (HIPAA) and financial data 
(Gramm-Leach-Bliley Act [GLBA]) to children’s 
rights (Children’s Online Privacy Protection Act 
[COPPA]), students (Family Educational Rights and 
Privacy Act [FERPA]), consumers (e.g. Telephone 
Consumers Act [TCPA]), and driver’s privacy 
(Driver’s Privacy Protection Act [DPPA]).

 – Gramm-Leach-Bliley Act (GLBA): The 
GLBA regulates personally identifiable financial 
information that is provided by, results from 
or is otherwise obtained in connection with 
consumers and customers who obtain financial 
services, including insurance providers. It limits 
the disclosure of non-public personal information 
collected by a financial institution. It does not 
restrict the use of personal information or big data 
analytics for personalizing insurance contracts.33
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 – The Fair Credit Reporting Act (FCRA): The 
FCRA regulates any “consumer reporting 
agency” (CRA) that furnishes a “consumer 
report” to be used primarily for assisting in 
establishing a consumer’s eligibility for credit, 
where the report pertains to the person’s 
creditworthiness, credit standing, character, 
general reputation, personal characteristics, 
model of living etc. 

 – The Federal Policy for the Protection of 
Research Subjects (Common Rule): Common 

Rule applies to research involving the collection 
or study of existing data, documents, records, 
pathological specimens or diagnostic specimens, 
but anonymous or deidentified information is 
expressly exempt from regulation.

 – Besides these, other specific regulations, such 
as the Family Educational Rights and Privacy 
Act (FERPA), COPPA and the FCC Broadband 
Consumer Privacy Rules, may be relevant to 
the sharing and use of IoB-related data in varied 
specific contexts.

2. Federal-level anti-discrimination laws in the US

Under the US Constitution, a common 
characteristic of a group, such as skin colour, 
gender or sexual orientation, ought not to form 
the basis for unequal treatment. The Civil Rights 
Act of 1964 prohibits discrimination based on 
individual characteristics such as race, religion 
or sex. Relevant laws concerning discrimination 
against people with certain characteristics include 
the following:

 – Americans with Disabilities Act (ADA): The 
Americans with Disabilities Act of 1990 was 
enacted to eliminate discriminatory barriers 
against qualified individuals with disabilities, 
individuals with a record of a disability and 
individuals who are perceived as having a 
disability. Yet it does not reach people who are 
currently healthy but are perceived as being at 
high risk of becoming sick in the future, and 
hence it does not regulate a number of parties, 
such as employers, financial institutions, 
marketers and educational institutions, that 
are likely to have an interest in individuals’ 
predictive health data.34 

 – Patient Protection and Affordable Care 
Act (ACA): The ACA aims to guarantee non-
discrimination in connection with programmes 
funded under the ACA. It prohibits discrimination 
on the basis of race, colour, national origin, sex, 
age or disability in certain health programmes and 
activities. When interpreting the ACA’s underlying 
race and sex statutes, courts have held that they 
bar only direct but not indirect discrimination.

 – Genetic Information Nondiscrimination Act 
(GINA): The GINA protects US residents from 
genetic discrimination in healthcare insurance 
coverage and employment contexts. However, 
it excludes other forms of insurance such as 
life insurance, long-term care and disability 
insurance. It does not address discrimination 
risks in education, finance (such as mortgage 
lending) or housing.

Other anti-discrimination laws and regulations, such 
as the Age Discrimination in Employment Act and 
the Pregnancy Discrimination Act, may be relevant 
in specific contexts.

3. State-level and other local laws and regulations in the US

State-level, county-level and municipal laws and 
regulations, and other sector-specific regulations, 
are applicable in respective jurisdictions. Relevant 
examples include the California Consumer Privacy 
Act (CCPA), the Illinois Biometric Privacy Act 
(BIPA) and the New York Stop Hacks and Improve 
Electronic Data Security Act (SHIELD Act), among 
others.35 The CCPA is the first law in the US to 
set up a comprehensive set of rules regarding 
consumer data, and applies to any company that 
operates in California and meets one of the defined 
thresholds. The SHIELD Act requires any person 
or business owning or licensing computerized data 
that includes the private information of a resident 
of New York (“covered business”) to implement 
and maintain reasonable safeguards to protect 
the security, confidentiality and integrity of the 
private information. The BIPA is among the most 
comprehensive state biometric privacy laws, and 

allows individuals to file suit for the violation of 
their privacy even if the individuals do not suffer 
any actual harm. But there are also failed state 
privacy laws. For example, early in 2020, for the 
second year in a row, data privacy legislation 
failed in Washington State. There are also other 
county and city regulations related to biometric 
data. For example, although facial recognition 
systems installed in public spaces are excluded 
from the scope of IoB technologies examined in 
this white paper, San Francisco and Boston’s facial 
recognition bans demonstrate local approaches 
to regulating biometric data. In general, state and 
local-level governance of IoB and biometric data is 
dynamic and constantly evolving.

In addition to government regulations, trade 
groups and industry-supported non-profits, such 
as the Consumer Technology Association and 

 In the US, the 
Civil Rights Act 
of 1964 prohibits 
discrimination 
based on individual 
characteristics 
such as race, 
religion or sex.
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the Future of Privacy Forum, have developed a 
number of guidelines, codes of conduct, principles 
and methodologies for privacy and data regulation 

of consumer wellness and wearable products.36 
These programmes offer a patchwork of industry 
self-regulations. 

Issues and risks Examples of relevant 
policies to IoB data

Major gaps Examples of relevant 
local regulations

Limited scope of 
“health information”

HIPAA No coverage on data 
from direct-to-consumer 
medical devices and 
consumer devices that 
are not handled by 
covered identities; no 
coverage on inferences 
on health information

California Medical 
Information Privacy Act 
(CMIA) expands health 
information protection 
duties to providers of 
software, hardware and 
online services

Risks of discrimination 
in finance and 
insurance

FCRA; GLBA; GINA 
(health insurance)

Uneven in addressing 
the use of health 
and health-related 
information in life 
insurance, long-term 
care insurance and other 
types of insurance; few 
measures to address 
the risks of big data 
analytics

CCPA (does not impose 
legal obligations on 
government agencies, 
but may be relevant 
when involving 
disclosure about third 
parties)

BIPA (regulates how 
private entities collect, 
use and share biometric 
information)

SHIELD Act etc.

Risks of discrimination 
in employment

Constitutional 
rights (apply to 
federal and state 
governments); GINA; 
ADA; the Pregnancy 
Discrimination Act

Few measures to 
address predictive health 
data; varies between 
public and private 
sectors; exemption 
made to employer-
offered wellness 
programme in which 
an employee voluntarily 
participates

California Medical 
Information Privacy Act 
(CMIA) expands health 
information protection 
duties to providers of 
software, hardware and 
online services

Risks of discrimination 
in public policy

Fourth Amendment to the 
US Constitution (prohibits 
government from 
unreasonable searches 
and seizures, including 
both physical searches 
and searches for personal 
information through 
wiretaps and access to 
company records) 

Complicated landscape 
in accessing personal 
information for law 
enforcement and 
national security

TA B L E  1 Risks and gaps in relevant examples of policies in the US 
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4. European Union perspective and GDPR

The fundamental rights of protection of personal 
data and the right to private and family life, 
home and communications are enshrined in the 
EU Charter of Fundamental Rights.37 EU data 
protection and privacy laws are built upon the 
distinction between personal data and non-personal 
data, with higher-level protection for special 
categories of personal data, such as health data.

The EU GDPR, effective since 2018, applies to 
the collection, transfer and processing of personal 
data. It is complemented by a separate ePrivacy 
directive38 that ensures the privacy of data in 
transmission, e.g. on network infrastructure 
between two parties, and can include ensuring the 
privacy of metadata as well as personal data.

Vital provisions that are of relevance to IoB data 
include the following:

 – Data protection principles: The GDPR 
presents a set of principles to follow when 
collecting, processing and storing personal 
data, including: purpose limitation, data 
minimization, storage limitation, accuracy, 
integrity and confidentiality (security), 
accountability and lawfulness, fairness and 
transparency. However, the vague definition of 
“fairness” compromises an effective protection 
against the risk of discrimination resulting from 
data analytics. Furthermore, the legal basis for 
the collection of personal data from a person 
needs to be determined by the data processor. 
Sometimes, this relies on consent and 
sometimes it relies on a legitimate interest or the 
performance of a contract, to name just three 
possibilities under Article 6. 

 – “Data concerning health” as a special 
category of data: “Data concerning health” 
is defined in the GDPR as “personal data 
related to the physical or mental health of an 
individual, including the provision of healthcare 
services, which reveal information about his 
or her health status”.39 Distinct from HIPAA’s 
definition of personal health information, 
lifestyle and well-being data from consumer 
devices should be considered health data, 

especially when it is processed with the 
aim of monitoring the health or well-being 
of an individual. In addition to the legitimate 
grounds for the processing of personal data 
listed in Article 6, Article 9 lists the conditions 
for processing special category data, which 
include: explicit consent of the data subject 
for the assessment of the working capacity of 
the employee; reasons of substantial public 
interest; public health; research etc. 

 – Right to contest automated individual 
decision-making: Article 22 articulates the 
right of the data subject “not to be subject to a 
decision based solely on automated processing, 
including profiling, which produces legal effects 
concerning him or her or similarly significantly 
affects him or her”,40 and exceptions to such 
rules. In addition, automated decisions must not 
be based on special categories of data.

Beyond the GDPR, EU non-discrimination law, 
both primary law (the EU Charter of Fundamental 
Rights) and secondary law, may be relevant when 
it comes to the use of data for discriminatory 
decisions in areas such as employment, the 
welfare system and access to goods and services. 
Some examples of secondary non-discrimination 
law include the Racial Equality Directive (2000/43/
EC), the Gender Equality Directive (recast) 
(2006/54/EC)94 and the Gender Access to Goods 
and Services Directive (2004/113/EC)95, but 
there is sectoral divergence.41 While the European 
Union Charter of Fundamental Rights and other 
laws target the implementation of the principles of 
equal treatment, exceptions have been created, 
where, for example, in financial services, client 
segmentation based on actuarial factors was 
exempted from the scope of existing discrimination 
law. Furthermore, while the use of identity for 
customer segmentation has been declared 
unlawful in the European Court of Justice, the use 
of lifestyle data for generating inferences and risk 
scores raises new challenges to transparency and 
fairness. In a report published in 2019, Finance 
Watch identifies data from connected health 
devices as a high-risk area for discriminatory 
insurance policies and social exclusion.42
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New governance challenges in the age of big data

The issues raised by expanding IoB technologies, and 
the gaps in the regulatory landscape, represent much 
broader concerns about the risks of data privacy and 

rights as well as new challenges to data protection 
in the age of big data analytics. Six of these pressing 
governance challenges are outlined below.

1. Defining “health data” 

IoB technologies have generated high volumes 
of physiological and biometric data that far 
exceed traditional definitions of health information, 
which mainly refers to patients’ medical records 
and biospecimens obtained in clinical settings. 
Consumer wearables and body-proximity 
technologies have proved valuable for capturing 
health and wellness data beyond medical facilities. 
There are also other types of data, such as retail 
records and social media data, that could be used 
to deduce details about individuals’ physical and 

mental health.43 In a widely reported incident, the 
retail chain Target figured out that a teenage girl 
was pregnant before her parents knew through 
analysis of her shopping records.44 While health 
data regulations such as the HIPAA traditionally 
focus on patient information within traditional health 
architecture, the blurred boundaries of health 
data renders inadequate the custodian-specific 
(where and how data is created) approach of data 
regulation to address frequent flows of data across 
sectors and contexts. 

2. Balancing data utility and extant data protection principles

The proliferation of IoB technologies, and the 
volume, velocity and variety of data involved in 
analytics and predictive modelling, is the most 
prominent and powerful aspect of big data. 
Basic principles of data protection such as “data 
minimization” and “purpose limitation” may run 
counter to big data practices that require massive 
quantities of data for algorithm training, and often 
involve repurposing and combinatorial use of data. 

In practice it is also difficult to foresee the purposes 
of the processing and secondary use of data. These 
principles, which have been guiding privacy and 
data-protection policies in both Europe and the US, 
are largely derived from the Fair Information Practice 
Principles (FIPPs) developed in the 1970s. These 
principles need to be reassessed and updated to 
adapt to the new practices of big data analytics. 

3. Governing personally identifiable information (PII) and personal data

As data protection rules historically focus on 
personally identifiable information (PII) and 
personal data, the threshold of identifiability and 
the possibility of reidentification become crucial 
to defining privacy risks. Existing requirements of 
deidentification, such as the HIPAA Safe Harbor 
Provision that requires the removal of 18 types 
of identifiers, have been criticized for hampering 
research activities without offering effective privacy 
protection.45 Effective use of data for health 
research may require linking the multisourced data 
so that data describing an individual located in 
one source is linked to those in other sources. On 
the one hand, the “one-size-fits-all” approach to 
deidentification may affect data integrity and utility 
in research, and on the other hand it has been 

proved insufficient in protecting privacy, not only 
because deidentification doesn’t work for genomic 
data but also because deidentified data could 
potentially be reidentified by cross-correlating 
data elements with external datasets, such as 
voter registration records, commercially available 
databases and other sources.46 It is estimated 
that between 63% and 87% of the population 
of the United States could be uniquely identified 
using only their gender, zip code and date of 
birth.47 Yet the classification of data that meets 
the deidentification standard as non-personal 
data will place it beyond HIPPA data privacy rules, 
even though, in reality, the boundaries of personal 
identifiable information are becoming fluid in the 
big data environment.

2.2
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4. Categorization of “sensitive data” 

Some data is more sensitive than other data, and 
even non-personal metadata can be sensitive 
in nature. With big data analytics, inferences 
about someone’s health conditions can be drawn 
from indirectly related health data; health and 
behavioural data from IoB technologies can also 
be used to make inferences for predictions and 
decision-making in areas such as insurance, 
employment and finance. Public and private 
agents may draw “high-risk inferences”, meaning 
inferences drawn from big data analytics that 
are privacy-invasive or have low verifiability, for 
claims and decisions that can harm the interests 
of individuals and groups.48 Profiling and inferential 
analytics can generate sensitive information such 
as racial or ethnic origin from data classified as 
non-sensitive information by existing regulations, 
such as by zip code. For example, affinity profiling 
– the grouping of people according to their inferred 
or correlated characteristics rather than known 
personal traits – raises the risk of what the Oxford 
Internet Institute data protection expert Sandra 

Wachter calls “discrimination by association”, a 
situation in which a person is treated significantly 
worse than others based on the person’s assumed 
relationship or association with a protected group. 
Such affinity profiling therefore generates sensitive 
inferences regarding the person’s ethnicity, 
sexual orientation and other personal traits, even 
though such profiling is not obtained through the 
processing of protected sensitive data (e.g. special 
categories of data in GDPR).49 Furthermore, the 
degree of sensitivity also depends on the purpose 
and context of data use. For example, information 
about a person’s age may not be deemed 
sensitive but could be used against them in 
important decisions on insurance and hiring. This 
is not to deny that medical data and other IoB data 
directly linked to protected features are sensitive, 
but to raise attention: Big data inferential analytics 
renders inadequate the regulatory measures that 
solely rely on limited and static categories of 
sensitive/non-sensitive data at the time of their 
collection and before they are processed. 

F I G U R E  2 : Risks of sensitive inferences

User-generated 
IoB data

Clinical care data and 
patient personal 
information (including 
deidentified PHI)

Newly generated 
inference data 
(can contain sensitive 
inferences to 
protected features of 
individuals or groups) 

Data not directly 
related to personal 
health (e.g. grocery 
shopping list)

Data 
analytics
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5. “Privacy self-management” and consent 

It has becoming increasingly challenging for data 
subjects to trace what data is being collected and 
how their data is used due to processed data’s 
mutable character and the opacity of algorithmic 
codes. The mechanism of “notice-and-consent” 
addresses neither the opacity of algorithms and 
predictive modelling,50 nor the knowledge and 
power asymmetries between data subjects and 
data controllers. Therefore, the notice-and-consent 
model, emphasizing the “privacy self-management” 
of individuals, often falls into legal formality 

because of the purposefully arcane language 
and the impossibility of tracing and handling 
frequent data flows and the unpredictability of 
processing outcomes. Furthermore, interconnected 
big data environments may exhibit “privacy 
interdependence”, situations in which one’s privacy 
is affected by the decision of others.51 A good 
example of this is genetic data, which is partially 
shared with family members, and the revelation that 
one person’s genetic data can affect other people’s 
rights of choice and privacy. 

6. Algorithm grouping to individual-based data protection

Algorithmic classification systems raise a challenge 
to existing theories and policies of privacy, as 
current policies mainly focus on individual-level 
and personal identifiable information, which 
means individuals’ claims to manage data about 
themselves often end once identifiers are removed 
from the data. Yet grouping occurs more through 
algorithmic forms of impersonal categorizations 
of behaviour and prediction. The identity tokens 
created through grouping are often not reducible 
to, or owned by, individuals of the group. Decisions 
and policies based on algorithmic grouping will 
nonetheless affect the interests of individuals in 
the group even though such grouping does not 
specifically target identifiable individuals. Consumer 
group profiling, scoring solutions and predictive 

policing applications are several examples.52 This 
may lead to price discrimination depending on the 
assignment of consumers to a specific cluster, or 
geographical discrimination that affects people of 
certain neighbourhoods particularly in cases of, 
for example, the adoption of predictive policing 
solutions that come with unchecked algorithm 
biases.53 The combination of different types and 
sources of data for analytics puts individuals into 
groups that were previously non-apparent or 
non-existent.54 It may create groups that do not 
necessarily resemble historically protected groups, 
in which case existing non-discrimination laws may 
fall short. Potential victims may never be aware of 
the grouping and thus be unable to raise a claim 
under non-discrimination law. 
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Envisioning possibilities and options 

To tackle these new challenges of technology 
governance related to the IoB, multistakeholder 
action is urgently needed. The following section 

outlines a menu of possible approaches, from 
regulatory to technological, to help mitigate these 
risks in order to fully unleash the potential of the IoB.

1. Building a robust and consistent system of governance around the 
internet of bodies

As the internet of things is increasingly evolving 
to be connected with human bodies, a robust 
and consistent system of governance is needed 
to address the risks of the expanding IoB. This 
means that, for example, in the US context, a new 
governance strategy should be formed across 
the conventional division of medical and non-
medical fields to address the broad dynamics 
of IoB technologies and data. Some experts 
suggest combining the powers of the FDA and 
FTC, along with the Consumer Product Safety 
Commission and the Consumer Financial Protection 
Bureau.55 Senators Amy Klobuchar (D-MN) and 

Lisa Murkowski (R-AK) introduced the Protecting 
Personal Health Data Act in 2019, and proposed 
the establishment of a national task force entrusted 
with protecting health data.56

The governance of the IoB, as in the case of the 
IoT, relies on not only policy-makers and regulators 
but also trade groups, industrial associations, 
patient groups, users and citizens, civil society and 
other forms of multistakeholder cooperation, as 
IoB technologies are germane to the protection of 
fundamental human rights in a connected world. 

2. Addressing the outcomes of data inferences and analytics in data 
protection

As discussed above, current data protection 
regulations mostly focus on ensuring that data is 
lawfully obtained, and that its processing meets 
the requirements of lawful grounds. But in general, 
extant regulations fail to address the risks of the 
outcomes of algorithmic deployment in all cases. 
To put it in a simple way, they concern mainly the 
input data, rather than the new data generated 
from the algorithm. AI and data regulation should 
address risks of privacy and discrimination in data 
inferences and algorithm analytics. Data protection 
experts have demonstrated that advances in big 
data analytics demand new protections for group 
privacy, addressing privacy interests of ad hoc 
groups formed by algorithmic classification.57 
Different from the conventional concept of a 
group, algorithmically generated groups are 
characterized by a highly dynamic instead of a 
stable membership, and individuals clustered in a 
group may not even be aware of their membership. 

It therefore remains an urgent task to address the 
collective data rights of algorithm-generated groups, 
which are not equivalent to, or encompassed by, 
individual privacy.58 

Sandra Wachter and Brent Mittelstadt advocate 
“a right to reasonable inferences” to address the 
accountability gap posed by “high-risk inferences” and 
the risk of “discrimination by association”.59 Wachter 
points out that to effectively address the risks of 
inferences, a robust data protection law should be 
supplemented with agile sectorial laws, especially 
in high-risk areas such as finance, employment 
and criminal justice. This requires a thorough re-
examination of sectorial laws to make sure that 
they are updated to address the risk of algorithmic 
decision-making, as most anti-discrimination 
laws focus on preventing discrimination in human 
decisions but fall short of addressing the opacity and 
unpredictability of algorithms.60

2.3
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3. Building up a repertoire of privacy-enhancing technology, and 
developing a framework of decision-making

A broad range of technology solutions or methods 
have emerged to achieve specific privacy or data 
protection functionality, which include encryption, 
metadata and digital rights management, 
application programming, system development 
governance, identity management etc. Besides 
the well-known methods of deidentification and 
pseudonymization, synthetic data is another 
approach to depersonalizing data. Synthetic 
data is “fake” data that has the same statistical 
properties as real data, and can be used as a 
proxy for real data in AI and machine learning, 
software testing and other purposes.61 While 
deidentification, pseudonymization and synthetic 
data focus on the transformation of data, 
other technologies approach data protection 
through the control of data. Recently, a group 

of epidemiologists and data scientists in the UK 
carried out a study of COVID-19-related deaths 
among various groups of people and, instead 
of extracting the sensitive medical records of 17 
million people from databases, developed software 
to run the analysis directly on the data.62 This 
approach of sharing and running analysis over 
sensitive data allows the control of data without 
moving it or giving it away.63

As privacy compliance should be considered 
as a spectrum of risks, the specific choice of 
privacy-enhancing technology is often considered 
along with other factors such as data utility and 
operational cost. A framework for decision-making 
can help optimize the solution in each case to 
protect the privacy of the individual’s data.64 

4. Supporting data subjects and experimenting with the solidarity 
approach

Responsible use of technology should respect 
human rights and ethics.65 In order to fully realize 
the social benefits of IoB technology and data, 
users should be empowered with the legal rights of 
a data subject and a supporting system to execute 
those rights. This requires a clearer definition of 
data ownership and better control of users’ own 
data. Users will be supported with the knowledge 
of how their data is used, and the ability to access 
and correct their information, including the means 
to address unfair inferences and analytics. 

In response to social sorting and stratification 
powered by big-data analysis, some experts 

advocate a solidarity approach to health data 
governance (one focused on societal and 
community good).66 This shifts the focus to the 
shared societal benefits and responsibilities, 
which motivates people to share data for the 
collective and individual good. Biobanks are a 
good example for sharing biological data. The 
solidarity approach of data governance treats data 
contributors as partners, and this involves explicit 
acknowledgement of the types of research that the 
database supports, and easy access for community 
members to research findings. Data subjects should 
also be informed of the potential risks associated 
with the participation.67
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